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Abstract

Cognitive modeling can provide important insights about the usability of software or hardware products at all stages of product design. It is not used very often, though, as the creation of cognitive user models is typically done by highly trained experts. These specialists need not only develop the models, but have to spend a lot of additional time on software interface problems: The cognitive models need to be connected to the interactive system under evaluation. This poster presents ACT-CV, a software library that aims at solving the interface problems of user modeling.

The Challenge: Modeling interactive Behavior

Cognitive modeling has proven more and more useful for the design and evaluation of human machine interfaces as it allows to predict usability metrics like the time to complete a task or the types of errors that may occur. Modeling relies heavily on cognitive architectures like ACT-R (Anderson, 2007) which closely mimic the cognitive, perceptual, and motor capabilities of human users. Unfortunately, cognitive architectures tend to lock the modeler into highly specialized computer systems (Lisp in the case of ACT-R), creating significant hurdles for the application of a user model to the human machine interface in question (Byrne, 2013). Existing tools to overcome these hurdles either revert to mock-up prototypes of the interface in question (e.g. CogTool, John et al., 2004), require changes to the source code of the original software (e.g. AGIMap, Urbas et al., 2006), or search the computer screen for special pixel color combinations (Segman, Ritter et al., 2006).

Applications of ACT-CV

ACT-CV was successfully applied to research especially in the automotive domain, where it allowed to connect a cognitive model of car driving (Salvucci, 2006) to an already existing driving simulation (Halbrügge et al., 2008). This was the first time that this driving model was acting in the same environment as the human subjects that it was compared to. This was the first time that this driving model was acting in the same environment as the human subjects that it was compared to.

ACT-CV 2 adds HTML5 Support

ACT-CV 2 is a major overhaul of the system. It simplifies the use of the library and at the same time addresses the lack of text processing in the previous revision of ACT-CV by adding HTML5 support. HTML5 marks the progression of HTML from a markup language for static text documents to a programming language for interactive user interfaces. It powers not only the web, but many native mobile applications, and is used as platform for rapid prototyping as well. ACT-CV 2 features a state of the art web browser that allows both human subjects and cognitive models to interact with HTML5 applications.

The Solution: Computer Vision

The software library ACT-CV (Halbrügge et al., 2007) allows interaction between ACT-R and arbitrary software without the necessity of mock-ups or software changes. It uses computer vision for the identification of screen elements and adds support for time based visual parameters like optical flow. The graphic processing inside ACT-CV is handled by the open source framework OpenCV (http://opencv.org/) which provides state of the art machine vision for the identification of screen elements and adds support for time based visual parameters like optical flow. The graphic processing inside ACT-CV is handled by the open source framework OpenCV (http://opencv.org/) which provides state of the art machine vision for the identification of screen elements and adds support for time based visual parameters like optical flow.

Applications of ACT-CV

ACT-CV was successfully applied to research especially in the automotive domain, where it allowed to connect a cognitive model of car driving (Salvucci, 2006) to an already existing driving simulation (Halbrügge et al., 2008). This was the first time that this driving model was acting in the same environment as the human subjects that it was compared to.

Future Extensions: Saliency Maps

Future extensions of ACT-CV will include automatically generated saliency maps based on the graphical input to the system. This will form the basis for more accurate models of visual search, as needed for example to predict the probability to overlook a button in a given UI. The hybrid approach of ACT-CV 2 is well suited for this extension.

Conclusions

In order to use cognitive modeling during the usability engineering process, one has to combine the model on the one hand with the interactive environment of the software in question on the other hand – a technically challenging task. ACT-CV solves this by computationally generating symbolic representations of graphical user interfaces. This approach renders laborious tasks like manually annotating screenshots of the UI unnecessary and allows the modeler to fully concentrate on the cognitive user model itself.
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